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ABSTRACT 
 
The set of the different design strategies for analog system 
design was analyzed on the basis of the new system 
design methodology. Optimal position for the design 
algorithm start point was analyzed to minimize the 
computer design time. The initial point selection has been 
done on the basis of the before discovered acceleration 
effect of the system design process. The geometrical 
dividing surface was defined and analyzed to obtain the 
optimal position of the algorithm start point. Numerical 
results of both passive and active nonlinear electronic 
circuit design prove the possibility of the optimal selection 
of the design algorithm start point. 

 
1. INTRODUCTION 

 
The problem of the computer time reduction of a large 
system design is one of the essential problems of the total 
quality design improvement. Besides the traditionally used 
ideas of sparse matrix techniques and decomposition 
techniques [1]-[6] some another ways were determine to 
reduce the total computer design time.  
 Another formulation of the circuit optimization 
problem was developed in heuristic level some decades 
ago [7]. This idea was based on the Kirchhoff laws 
ignoring for all the circuit or for the circuit part. The 
special cost function is minimized instead of the circuit 
equation solving. This idea was developed in practical 
aspect for the microwave circuit optimization [8] and for 
the synthesis of high-performance analog circuits [9] in 
extremely case, when the total system model was 
eliminated. The last idea that excludes the Kirchhoff laws 
can be named as the modified traditional design strategy 
(MTDS). 
 The generalized theory for the system design on the 
basis of the control theory formulation was elaborated in 
some previous works [10]-[11]. This approach serves for 
the time -optimal design algorithm definition. On the other 
hand this approach gives the possibility to analyze with a 

great clearness the design process while moving along the 
trajectory curve into the design space. A general 
methodology we named the General Design Strategy 
(GDS). It includes a set of the different design strategies. 
The traditional design methodology, that we call 
Traditional Design Strategy (TDS), and the MTDS are two 
extreme cases of the GDS, when all the circuit model 
equations are solved during the design process (TDS) or all 
the circuit equations are eliminated from the circuit model 
during the design process (MTDS). It is necessary to 
introduce the special penalty function for the MTDS [10]. 
The optimization procedure in this case is realized in 
broadened optimization space, but as described in [12] for 
the complex system synthesis a significant computer time 
gain can be obtained. The GDS combine all the 
possibilities using some equations in the system 
representation as in TDS and some of the so call penalty 
functions in the objective function as in MTDS. Such 
possibilities are selected by means of the control function 

vector U  [10], the result is M2  possible design strategies, 
where M  is the number of the system dependent 
parameters. 
 The use of GDS allows the appearances of the 
acceleration effect [13]-[14], as consequence the total 
computer time diminish, however such effect is highly 
dependent of initial values for the design process. In order 
to construct an optimal algorithm for the design process it 
is necessary to characterize the behavior of the design 
trajectories and therefore of the time consumption, 
according to the start point and give a rule for the 
automatic selection of better initial values. The present 
work is intended to answer some of the questions 
associated with the selection of initial conditions needed in 
the quasi optimal algorithm for design process. 
 This paper is organized as follows: in section 2 the 
necessary definitions are made; section 3 is devoted to the 
separate surface analysis, which is divided in two 
subsections, one for passive circuits and other one for 
active circuits; finally conclusions are made in section 4. 
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2. PROBLEM FORMULATION 
 
We divide the vector of the system state variables X  into 
two parts: the vector of the independent variables 'X , 

),,,(' 21 KxxxX K= , where K  is the total number of 

independent design variables and the vector of the 

dependent variables ''X , ),,,('' 21 MKKK xxxX +++= K  

where M is  the total number of dependent design variables. 
 The design process for any analog system design can 
be defined [10] as the problem of the generalized objective 

function ( )UXF ,  minimization by means of the vector 

equation (1) with the constraints (2): 
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where NRX ∈ , ( )XXX ′′′= , , KRX ∈′  is the vector of 

the independent variables and the vector MRX ∈′′  is the 

vector of dependent variables ( MKN += ), ( )Xg j  for 

all  j is the system model, s is the iterations number, st is 

the iteration parameter, 1Rt s ∈ , H ≡ H(X,U) is the 

direction of the generalized objective function ( )UXF ,  

decreasing, U is the vector of the special control functions 

( )U u u um= 1 2, ,..., , where uj ∈Ω; { }Ω = 0 1; . The 

generalized objective function ( )UXF ,  is  defined as: 

( ) ( ) ( )UXXCUXF ,, ψ+=  where ( )XC  is the ordinary 

design process cost function, and ( )UX ,ψ  is the 
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This problem formulation permits to redistribute the 
computer time expense between the problem (2) solve and 

the optimization procedure (1) for the function ( )UXF , . 

The control vector U is the main tool for the redistribution 
process in this case. Practically an infinite number of the 
different design strategies are produced because the vector 
U depends on the optimization procedure current step. The 
problem of the optimal design strategy search is 
formulated now as the typical problem for the functional 
minimization of the control theory. The functional that 
needs to minimize is the total CPU time T of the design 
process. This functional depends directly on the operations 
number and on the design trajectory that has been realized. 
The main difficulty of this  problem definition is unknown 
optimal dependencies of all control functions u j .  

3. TRAJECTORY ANALYS IS 
 
The acceleration effect of the design process has strong 
dependency from initial point selection [13]; it may not 
appear under certain circumstances. How we can achieve 
the acceleration effect by means of the initial point 
variation? To answer this question a non conclusive but 
extensive study, for passive and active circuits, has been 
done in [14]. A systematic idea for selecting initial values 
is a geometrical one, and it is based on the conception of 
the Separate Surface, which is defined as the surface that 
divides the total design space in two subspaces. The first 
subspace includes all points that can produce the 
acceleration effect and the second subspace defines the 
points that can not be used for the acceleration effect 
obtaining. 
 The shape of Separate Surface represents the behavior 
of the design process according to the start point, and it is 
different for different type of circuits, for that reason the 
study of separate surface made here is divided in passive 
circuits and active circuits. 
 
3.1. Passive circuits separate surface 
Analysis of separate surface for passive circuits of 
different nodes is presented in this section for linear and 
non linear examples. The description for the design 
process is made briefly in each example; the complete 
emphasis is put on results related with the separate surface 
concept. The problem of the initial point selection for the 
design process is one of the essential problems of the time-
optimal algorithm construction.  
 
3.1.1. Example 1 
The analysis of the design process and acceleration effect 
for the simplest electronic circuit (2-dimensional problem)  
of the Fig. 1 was provided in [14]. The vector of the state 
variables X has two components X x x= ( , )1 2  where 

1
2
1 Rx = , 12 Vx = . The nonlinear element has the 

following dependency: 10 bVrRn += . The function 

g(X) is described by the Laws of Kirchhoff:  

 
( ) ( ) 02

1220
2
11 =−++≡ xxbxrxXg      (3) 

 
The objective function is defined by the formula 

( ) ( )C X x kV= −2

2
, where kV  has the fixed value. There is 

only one control function u1 in this case because there is 

only one dependent parameter 2x . The design trajectory 

for this example is the curve in two-dimensional space, if 
the numerical design algorithm is applied. 
 The optimization procedure and the electronic system 
model, in accordance  with  the  new  design  methodology  
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Figure 1. Simplest one node circuit. 

 
 
[10], are defined by the next two equations: 

 
  ( )UXftxx is
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where U is the vector of control variables, and the 

components of the movement directions ( )UXf i ,  for 

the i =1,2 depend on the optimization method. 
These functions, for the gradient method for example, are 
given by the formulas: 
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where ( )UXF ,  is the generalized objective       
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 As shown in [14] we need to select the initial point of 
the design process with the negative coordinate x2  for this 
circuit. In this case the acceleration process can be 
realized. The more complicated circuit analysis shown that 
the start point selection with at least one negative initial 
coordinate of the vector X and the value of this coordinate 
that gives the start point position under the special separate  

 
 

Figure 2. MTDS family curves in plane  x1-x2  for one-
node circuit. 

 
line are the sufficient conditions for the acceleration effect 
appearance. The more detail analysis shows that the 
negative value of the start point coordinate below the 
separate line is the sufficient condition for the acceleration 
effect but it is not the necessary. The phase diagram of 
Fig. 2 that corresponds to the above mentioned circuit 
includes two types of the separate lines. The first line AFB 
separates  the trajectories that draw to the final point F 
from the left and from the right. The second separate line 
CTFB divides all the phase space to the two subspaces. All 
the points and trajectories that lie inside this separate line 
can not produce the acceleration effect. On the other hand, 
all the points that lie outside the separate line and 
corresponding trajectories produce the acceleration effect. 
These geometrical conditions are the necessary and 
sufficient to obtain the acceleration effect. The N-
dimensional case has been analyzed below.  
 
3.1.2. Example 2 
This example corresponds to the five cells passive circuit 
and it is used to analyze the separate surfaces for the 
passive circuits from 2 to 5 nodes (Fig. 3).  The design 
process is defined by the equations (1)-(2). 
 We begin our analysis for this example with two first 
cells of Fig. 3; as a result of design process the different 
design trajectories are obtained. Fig. 4 (a) shows a 
projection of separate surface type 1 (PSS 1), which is 
composed by two actually possible design trajectories. 
 There are three independent variables fixed to 1, 

0.10
3

0
2

0
1 === xxx  and two dependent variables 

0.10
4 =x  and 00

5 txx = , where tx  is the “tracer” 

variable which value variations is used to obtain  the 
MTDS family curves, in order to know the separate 
surface behavior. There is a non linear element, 

2
45101 )( xxbry nn −+=   with  11 =nb    (non  linear  
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Figure 3. Five cells passive circuit with four non linear elements niy . 

 
 

 
 

 (a)  
 

 
 

(b) 
 

Figure  4. Separate surface type 1 for passive circuits: 

a) two nodes, 11 =nb  (non linear case);  

b) three nodes, 021 == nn bb (linear case). 
 
 
case). From Fig. 4 (a) it is possible to say that 

acceleration effect is presented when 38.00
5 >x  for 

.0.10
4

0
3

0
2

0
1 ==== xxxx . 

 
 

 
 

(a) 
 

 
 

(b) 
 
Figure  5. Separate surface type 1 and 2 for passive circuits: a) 

four nodes, 0321 === nnn bbb (linear circuit); b) five 

nodes, 141 === nn bb L  (non linear circuit). 

 
 
 Fig. 4 (b) shows a projection of the separate surface 
type 1 (PSS 1) for the circuit of Fig. 3 but now using cells 
1, 2 and 3, with initial values: 
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  0.100
2

0
1 ==== Nxxx L ,     (7) 

 

where 6=N  and 00
7 txx = . From Fig. 4 (b), 

acceleration effect is present when  72.00
7 −>x   and  

52.00
7 >x  or more compact 72.00

7 >x , if the 

condition (7) is accomplished with 021 == nn bb  

(linear case). 
 Continuing with the increment of nodes for the 
separate surface behavior analysis Fig. 5 shows separate 
surface type 1 and 2 for four nodes (a) and five node (b) 
passive circuits. Separate surface of Fig. 5 (a) 
corresponds to the circuit of Fig. 3 using cells 1, 2, 3 and 
4, there are five independent variables and four dependent 
variables in this case. Initial conditions satisfies equation 

(7) with 8=N  and 00
9 txx = . For condition 

76.00
9 >x  acceleration effect is  presented. 

 Finally Fig. 5 (b) shows separate surface for a non 
linear passive circuit, with six independent, five 
dependent variables and four non linear parameters 

41 ,, nn yy L , which values satisfies equation (7) with 

10=N  and 00
11 txx = . Separate surface type 2 appears 

when 63.00
6 =x  and 75.00

6 −=x , the area enclosed 

by corresponding design trajectories is the prohibited 
region for the acceleration effect of  this  circuit. 
 
3.2. Active circuits separate surface 
Active nonlinear circuits of the transistor amplifiers with 
some transistors have been analyzed. The Ebers-Moll 
static model of the transistor has been used [15] to 
analyze all of these circuits. 
 
3.2.1. Example 3 
An active circuit of three nodes and its equivalent circuit 
are shown in Fig. 6. In this case we have three 

independent variables 321 ,, yyy  as admittance (K=3) 

and three dependent variables 321 ,, VVV  as nodal 

voltages (M=3). The state parameter vector X includes 

six components: 1
2
1 yx = , 2

2
2 yx = , 3

2
3 yx = , 

14 Vx = , 25 Vx = , 36 Vx = . The initial values of 

independent variables are set 1, 0.10
3

0
2

0
1 === xxx . 

 The variation of the initial value of the dependent 

variable ( 0
6x ) generates the MTDS family curves (Fig. 

7). On the other hand, variables 54 , xx  are used to set up 

initial conditions  for  the  transistor  union   voltages,   as 

 
 

(a) 
 
 

 
 

(b) 
 

Figure 6.  One transistor amplifier:  
a) three nodes active circuit;  

b) equivalent circuit using an Ebers-Moll model. 

 
follows: 
 

      VxxVBEi 3.00
5

0
4 =−=      (8) 

 

     VxxVCBi 1.00
6

0
4 −=−=      (9) 

 
These initial conditions are important for the numerical 
stability since SPICE model of Bipolar Junction 
Transistor (BJT) [15] has I-V exponential terms and great 
values of the union voltages in combination with 
Newton-Raphson algorithm, drives up into unstable 
design region [16]. 
 The simple objective function that is used to reach the 
design requirements is given as: 
 

2
2

2
16 )()()()( ρρ −+−+−= BCBEv VVkxXC   (10) 
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Figure 7. MTDS family curves and projections of 
separate surfaces  type 1 and 2 for one transistor 

amplifier. 
 

where the design condition is selected by Vkv 79.6= , 

and terms 21 ,ρρ  are the final desired values for 

transistor’s unions. The corresponding MTDS family  
curves  and  separate  surfaces  type 1 and 2 of design 
process for the circuit of Fig. 6, are shown in Fig. 7. 

Separate surface type 1 is defined when 7.80
6 =x  and 

1.00
6 =x , while separate surface type 2 is defined when 

7.80
6 =x  and 0.20

6 =x , in both cases if conditions (8) 

and (9) are satisfied. In consequence the acceleration 
effect is present for this example, when 

7.80.2 0
6

0
6 >∨< xx , again if the conditions (8) and 

(9) are satisfied.  
 This analysis made for one transistor circuit can be 
repeated for the circuits with more transistors, finding in 
all analyzed circuits the separate surfaces and therefore 
the acceleration effect of the design process. 
 A circuit that consists of three transistor cells  is shown 
in Fig. 8. It is interesting to compare the design 
trajectories for one, two and three transistor cell circuits.  

Fig. 9 corresponds to the trajectory graphs of the 
MTDS for three above mentioned types of the transistor 
amplifier. Fig. 9 (a), (b) shows the behavior of the 
trajectory projections in the plane x3 -x6 . Fig. 9 (a) 

corresponds to the initial coordinate values 0
ix =1.0, and 

Fig. 9 (b) to the values 0
ix =2.0 for i=1,2,3. The separate 

lines 1 and 2 (the projections of the corresponding 
separate hyper surfaces) have a very strong configuration 

for 0
ix =1.0, that explain the presence or the absence of 

the acceleration effect. On the contrary, the separate hyper 
surface projections disappear in the plane x3 -x6 for the 

initial values 0
ix =2.0 (Fig. 9 (b)). It means that the 

acceleration effect is observed always, for any value of the 
coordinate  x6  because  all  the   trajectories   include   the  

 
 

Figure 8. Circuit topology for three-cell transistor amplifier. 
 
 
possibility to jump to the final point.  

It is very interesting that the circuit complication 
brings to the further expansion of the acceleration effect 
region.  We can see this property  from  Fig. 9 (c), (d)  that 
correspond to the two-cell transistor amplifiers. There is a 
significant reduction of the region of the acceleration 
effect absence for two cell amplifier, Fig. 9 (c). The 
projections of the separate hyper surface (separate lines 1 
and 2) in the plane x5-x10  have the same behavior and 
very narrow region of the acceleration effect absence for 

0
ix =2.0, i=1,2,3,4,5. The acceleration effect always exists 

for 0
ix =3.0 as we can see in Fig. 9 (d). The separate hyper 

surface disappear completely for three cell transistor 
amplifier (Fig. 9 (e), (f)) and we can realize acceleration 
effect practically for all start points and for all trajectories. 
 

4. CONCLUSIONS 
 
 The initial point selection gives the design acceleration 
effect with a great probability. The trajectory analysis of 
various design strategies shows that the conception of the 
separate line or the separate hyper surface in general case 
is very helpful to understand and define the necessary and 
sufficient conditions for the design process acceleration 
effect existence. The separate hyper surface defines the 
start points and the trajectories that can produce the 
acceleration effect and can be used for the optimal design 
trajectory construction. The selection of the initial points 
outside of the separate hyper surface is the necessary and 
sufficient conditions for the acceleration effect existence. 
 The separate hyper surface has the complex structure 
in general case. However, the situation is simplified for 
the active nonlinear circuits because a disappearance of 
the separate hyper surface for more complicated circuits. 
It means that the acceleration effect can be realized always 
for the complex active circuits. This effect reduces the 
total computer time additionally and serves as the basis 
for the optimal or quasi-optimal design algorithm 
construction. 
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(a) 0
ix =1.0,  i =1,2,…,K  (K=3). 

 
 

 
 

(c) 0
ix =2.0,  i =1,2,…,K  (K=5). 

 
 

 
 

(e) 0
ix =1.0,  i =1,2,…,K  (K=7). 

 

 
 

(b) 0
ix =2.0,  i =1,2,…,K  (K=3). 

 
 

 
 

(d) 0
ix =3.0,  i =1,2,…,K  (K=5). 

 
 

 
 

(f) 0
ix =2.0,  i =1,2,…,K  (K=7). 

 
 

Figure 9. Family of the curves that correspond to the modified traditional design strategy and separate lines for: 
(a), (b) one-cell; (c), (d) two-cell; and (e), (f) three-cell transistor amplifier. 
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